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Cloud-Native Security is Business-Critical

The number of cloud-native 
vulnerabilities doubled over the 
previous 12 months

The chart is based on the official  
catalog of Common Vulnerabilities and 
Exposures (CVE) maintained by the  
MITRE Corporation. 
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Cloud-native application security has become the primary challenge in app modernization, 
hindering developer productivity, efficient operations, and optimal risk management. This 
prevents organizations from delivering better products faster, cheaper, and more often than 
the competition. Developers spend much of their time implementing and following corpo-
rate security policies while introducing more tools, open source libraries, container images, 
and data sources into the application stack. Operators struggle to keep systems secure with-
out having sufficient visibility into the application workloads running on these systems, and 
security personas struggle to create, monitor, and enforce compliance rules without signifi-
cantly slowing down developers. This situation frequently leads to tradeoffs between security, 
resiliency, and developer productivity that can either land the entire organization in news 
headlines or dramatically slow down the ability to deliver competitive products. 

In response to these security challenges, in May of 2022 the US government acknowledged the 
importance of focusing on application security by issuing an executive order (Executive Order 
14028) Its intent is to make software vendors prove the compliance of their supply chain with 
security best practices to minimize the risk of vulnerabilities introduced through third-party 
code and cloud services. 

Securing the Software Supply Chain is Key
To prove the security and resiliency of their applications, software vendors must keep a com-
plete record of all third-party components introduced into their supply chain, when the 
components were introduced, and what measures were taken to ensure that the software and 
all of its dependencies were developed in a secure manner. While these core security require-
ments all make sense, most enterprises struggle with their implementation. Fundamentally, 
this is due to the old way of doing things no longer working in today’s world of dynamic com-
plexity. Before, applications often consisted of numerous distributed microservices developed 
by separate teams, based on multiple different runtimes, driven by different databases and 
different types of object storage, with the ability to quickly move across Kubernetes clusters, 
serverless platforms, and different clouds, and released multiple times per day. 
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A New Equation for Cloud-Native Security 
Organizations are faced with a new equation that includes numerous multipliers of appli-
cation complexity. Traditional security challenges (1) are amplified by challenges that are 
specific to cloud-native applications (2). We need to factor in the distributed character of 
microservices applications with separate development teams making different technology 
choices and following a different release schedule (3). These challenges require a holistic and 
application-centric approach toward cloud-native security, protecting against vulnerabilities 
across runtimes, containers, and Kubernetes clusters. Finally, organizations need to protect 
their software supply chain against vulnerabilities of the actual application code, indepen-
dently of whether this code is hosted on a self-managed Kubernetes cluster, a cloud-managed 
cluster, or a serverless environment.

Multipliers for Calculating the Cloud-Native Attack Surface

Cloud-native application architectures add two complexity multipliers (2 and 3) to the traditional causes of cybersecurity challenges (1).  
This results in a drastic increase in the size of the cloud-native attack surface. 
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Top Five Cloud-Native Security Areas for Developers
The chart shows the relationships between the most common security 
topics related to cloud-native applications experienced by developers on a 
daily basis (based on questions asked in the StackOverflow support forum). 
We can divide this chart into five problem clusters (framed in orange):

1.	 Microservices and APIs 
The fact that microservices communicate via API con-
nections makes them more susceptible to attacks than 
traditional applications that communicate directly via 
internal function calls. Scanning the network for unpro-
tected or over-privileged APIs is a simple and therefore 
popular approach for attackers to gain access to enterprise 
systems. This is similar to a car thief checking the doors 
of rows of cars to find the ones that are unlocked. Then, 
the thief can take all valuables inside of the car, but he or 
she may also check in the usual places to see if the owner 
may have left the key and maybe even the remote con-
trol to their garage. This shows the importance of optimal 
authentication and authorization, not only to secure one 
microservice, but to prevent a successful attack on this 
microservice from enabling the attacker to access further 
microservices or even the underlying Kubernetes cluster 
or database. The chart shows authentication and autho-
rization, and JWT (JSON Web Token) as critical problem 
areas that are directly connected to the API gateway. The 
API gateway is key for microservices security since mis-
configurations can provide excessive access privileges to 
external users, enabling them to penetrate sensitive data, 
execute malicious code, and use their inflated access level 
to jump over to other microservices, either directly or via 
the underlying Kubernetes host. 
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Top 10 Kubernetes-Related Software 
Products by Number of Security 
Vulnerabilities 

The chart compares the number of security 
vulnerabilities of software products that are 
typically part of a Kubernetes stack identi-
fied in the CVE catalog for 2022. 

2.	 Kubernetes 
As the universal platform for running cloud-native applications, Kubernetes presents 
a vast attack surface that often stretches across applications, data centers, and clouds. 
Finding one entry point, such as an unsecured kubelet (Kubernetes agent), an unpro-
tected API, or an infected container image, can open the door for a vast variety of attacks 
across application clusters. Due to the size and the open character of the Kubernetes 
universe, in addition to taking advantage of Kubernetes vulnerabilities directly, attack-
ers can find their way into the corporate network through a variety of applications with 
direct Kubernetes integration. The Linux operating system, the Argo DevOps pipeline 
automation platform, Docker, and the GitHub source code management platform all are 
potentially viable attack vectors. Once inside, the malware searches for entry points to 
further expand its access across Kubernetes clusters within the organization. 
 

Therefore, we need to regard ingress control and secure socket layer (SSL) certificates as 
the key topics (see chart) when it comes to defending Kubernetes clusters. 

3.	 Service Mesh 
The service mesh controls the communication between microservices and can therefore 
become an impactful point of access for attackers. Injecting malicious sidecar containers 
into application containers can allow attackers to reroute traffic and use the container’s 
access credentials to access other microservices. This makes tight ingress control criti-
cal because the ingress controller can protect applications from outside access and from 
access by infected containers within the cluster. 

4.	 Container Registry 
Embedding malware into container images on unauthorized registries can be an effective 
point of entry for attackers. Therefore, implementing strict certification rules, requiring 
identification, and enforcing immutability are critical. 

5.	 Container Runtime 
Protecting the container runtime includes securing the Linux operating system, ensuring 
secure file access, scanning resources generated based on infrastructure-as-code blue-
prints, ensuring encryption, and securely configuring the ingress controller. 
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The following examples of cloud-native vulnerabilities introduced by some of today’s most  
popular software projects and products demonstrate the importance of a holistic approach 
toward cybersecurity in order to proactively detect and remediate these issues in near-real time. 

High-Severity Vulnerabilities by DevOps Toolsets
Grafana contains an authentication bypass 
vulnerability that allows authenticated and 
unauthenticated users to view and delete all 
snapshot data, potentially resulting in com-
plete snapshot data loss. 
(CVE-2021-39226)

Atlassian: Multiple API endpoints of 
Atlassian Bitbucket Server and Data Center 
contain a command injection vulnerabil-
ity where an attacker with access to a public 
Bitbucket repository, or with read permis-
sions to a private one, can execute code by 
sending a malicious HTTP request.  
(CVE-2022-36804)

Azure Cosmos DB: The flaws created a loophole, giving users the ability to access other 
databases that weren’t theirs. A range of organizations was impacted by the issue, includ-
ing several Fortune 500 companies.         			                        (Reuters.com, August, 2021)

Flux2 is a tool for keeping Kubernetes clusters in sync with sources of configuration, and 
Flux’s Helm controller is a Kubernetes operator that allows one to declaratively manage 
Helm chart releases. In a shared cluster multi-tenancy environment, a tenant could create 
a Helm release that makes the controller panic, denying all other tenants from their Helm 
releases being reconciled. Patches are available in flux2 v0.32.0 and Helm-controller v0.23.0. 
(CVE-2022-36049)

Helm is a tool for managing Charts, pre-configured Kubernetes resources. Versions 
prior to 3.10.3 are subject to Uncontrolled Resource Consumption, resulting in Denial of 
Service…this issue has been patched in 3.10.3. SDK users can validate strings supplied by 
users that won’t create large arrays causing significant memory usage before passing them 
to the _strvals_ functions. 
(CVE-2022-23524)

containerd is an open source container 
runtime. A bug was found in contain-
erd’s CRI implementation where a user can 
exhaust memory on the host. If the user’s 
process fails to launch due to, for exam-
ple, a faulty command, the go-routine will 
be stuck waiting to send without a receiver, 
resulting in a memory leak.   
(CVE-2022-31030)

IBM Cloud Kubernetes Service is affected 
by security vulnerabilities in the Kubernetes 
API server that may allow access to secure 
endpoints in the control plane network 
(CVE-2022-3294). Service allows users 
authorized to list or watch one type of name-
spaced custom resource cluster-wide to read 
custom resources of a different type in the 
same API group without authorization.  
(CVE-2022-3162)

Capsule is a multi-tenancy and policy-
based framework for Kubernetes...start 
privileged containers that would be able 
to create a generic Kubernetes privilege 
escalation. Patches have been released 
for version 0.1.3. No known work-
arounds are available. 
(CVE-2022-46167)
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The Case for a Holistic Approach to Security

0% 5% 10% 15% 20% 25% 30% 35% 40% 45%

remote code execution
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buffer overflow vulnerability

injection vulnerability

Source: CISA 

Top Five Exploited Vulnerabilities Based on CISA

These are the top five types of vulnerabilities recorded by the US Cybersecurity and 
Infrastructure Security Agency (CISA) in 2022.

Remote code execution, privilege escala-
tion, and memory corruption are the most 

frequently occurring types of exploited 
security vulnerabilities in the CISA catalog 

(see chart). All it takes is one developer or 
DevOps engineer adding additional permis-

sions to a user role or applying additional 
user roles to an account to unintentionally 
make a service expose any number of code 

objects and provide unintended remote 
access to confidential parts of the applica-
tion, its data sources, or even to the entire 

Kubernetes cluster. 
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These findings go directly in line with the previously identified five critical cloud-native secu-
rity topics that illustrate how quickly and comprehensively attackers can penetrate and jump 
between applications consisting of partially shared and loosely coupled microservices. This 
challenge is fueled by five factors that illustrate the continued expansion of the cloud-native 
universe in terms of complexity and dynamic change.

•	 Public Cloud Services: The number of cloud-native technologies for developers to 
consume from AWS, Azure, or GCP increased by 30% over the previous 24 months. 
Additionally, we can observe 100-150 monthly changes to existing cloud APIs.

•	 Open Source Products: The CNCF number of open source products and projects that are 
part of the CNCF universe increases by 20% annually. 

•	 Release Frequency: Developers are expected to respond to changing customer require-
ments within an increasingly short period. Instead of one or two annual releases, we often 
observe weekly or even daily release cycles. 

•	 Serverless: Serverless functions are the fastest growing offerings by AWS, Azure, and 
GCP. This requires organizations to secure application code independently from its under-
lying infrastructure. 

•	 Machine Learning: The rising importance of enabling developers to leverage machine 
learning or AI-driven prediction models to enhance the user experience and overall value 
of their applications requires organizations to provide access to the required data sources 
that are needed to drive these models.

These challenges, in combination with the fact that most organizations are still in the early 
stages of application modernization and digital transformation as a whole, illustrate that 
merely shifting left compliance and security measures is not enough. We need to start left. 

20% annual increase 
in the number of cloud-
native open source 
products that are part 
of the CNCF universe. 

30% increase in 
the number of cloud 
services offered 
by AWS, Azure, 
and GCP over the 
past 24 months.
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Showcase: Cisco Panoptica - Real-Time Application-Centric Visibility

Cisco Panoptica continuously maps relationships and dataflows between 
application environments and Kubernetes resources across clusters. We 
instantly notice the items with the highest level of risk attached in red 
and the ones with low risk in yellow. The dotted lines show unencrypted 
connections between entities, while the solid lines show encrypted con-
nections. The connections in red were blocked for risk mitigation, while 
the orange connections show that there are warnings, but the connection 
is still active. At the bottom of the chart, we notice a cluster of externally-
facing APIs all mapped to internal services by the API gateway. The API 
gateway itself is connected to its CLI, which shows medium risk. We also 
notice a production mail server exposed to an external cloud service with-
out encryption in the middle and without going through ingress control.

Taming Cloud-Native Complexity With Ten Critical 
Requirements
Successfully taming cloud-native complexity in order to ensure 
continuous security requires a complete paradigm shift toward 
the policy-driven and therefore declarative definition, imple-
mentation, monitoring, enforcement, and remediation of 
application security. Security personas can proactively define 
policies for a policy engine to translate into specific sets of rules 
to consistently monitor, enforce, and revise across clusters. Here, 
it is crucial to embed these policies from the very start into the 
GitOps pipeline controlled by current infrastructure-as-code 
(IaC) tools, such as Terraform, Ansible, Amazon CloudFormation, 
Helm, or PowerShell. Policy-driven app security enables secu-
rity teams, cloud engineers, platform teams, and application 
operations teams to collaboratively and continuously define and 
manage guardrails that ensure the implementation of a secure 
software supply chain without slowing down developers.

1.	 Ensure Continuous Real-Time and Application-Centric 
Visibility 
Real-time and historic visibility of the end-to-end appli-
cation stack, including the Linux operating system, the 
Kubernetes cluster, container and serverless runtimes, and 
application workloads, is essential to understand observ-
ability data within its context. Showing all relevant roles, 
policies, secrets, data sources, and any other elements 
related to each one of those entities allows DevOps to gain 
an instant overview of anything that may impact applica-
tion security. Due to the dynamic, loosely-coupled character 
of Kubernetes apps, it is important to ensure visibility in a 
near-real time manner and at a high data resolution in order 
to pick up potentially meaningful, but very brief, events. 
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2.	 Continuously Monitor and Enforce Best Practices Across the Stack 
Continuously monitoring and enforcing best practices across the end-to-end stack 
reduces operational risk by hardening the application environment, including its work-
loads and the underlying Kubernetes clusters, against standard exploits, such as scanning 
for unprotected or over-privileged APIs, Kubernetes components that are needlessly 
exposed to the internet, or container workloads with direct host access. Considering that 
most attacks are made possible by simple misconfigurations and by insufficient atten-
tion toward patching known software issues, continuously monitoring application stacks 
throughout their development lifecycle is key. The Center for Internet Security (CIS) 
provides a set of benchmarks that can be translated into enforceable security and compli-
ance rules to obtain a baseline for the implementation of best practices for app security. 

3.	 Provide Actionable Insights 
Instead of flooding DevOps with event streams, alerts, metrics, and dashboards contain-
ing isolated data points, we need to contextualize events based on their relationships and 
interdependencies with each part of the application stack, the underlying infrastructure, 
and external sources, such as the CIS benchmarks and CVE records. This contextualized 
information helps provide the insights needed for potential auto-remediation, auto-opti-
mization, or human intervention. 

Showcase: Cisco Panoptica - 
Actionable Insights

In this example, Panoptica identified a  
vulnerable version of the SSL communi-
cation protocol. The alert identifies the 
affected asset and recommends the review 
and remediation based on CVE-2014-0024.

4.	 Facilitate Collaboration 
App developers, cloud engineers, 
DevOps engineers, and security per-
sonas need to be able to collaborate to 
enable each persona to continuously 
contribute to optimizing application 
security. Security engineers define 
declarative security guardrails (see 
screenshot) for declarative monitor-
ing and enforcement, while developers 
consume these guardrails through IaC 
tools, such as Terraform, CloudFor-
mation, Ansible, Helm, or Powershell 
and contribute application-specific 
rules. This enables operations roles 
to continuously monitor general and 
application-specific security roles, all 
in one place, to manage operational 
risk and ensure audit readiness. 
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5.	 Continuously Scan for Known Vul-
nerabilities 
All installed software packages, work-
loads, and infrastructure components 
should be continuously monitored for 
known vulnerabilities based on CVE 
records in order to receive instant 
warnings of known vulnerabilities. 
These vulnerabilities can either be 
addressed through software patches 
or temporarily remediated through 
configuration changes and security 
controls, or simply by adding them to 
the corporate risk calculation.  
 

6.	 Get Continuous and Rapid Visibil-
ity Into APIs 
We typically find three different types 
of APIs in the enterprise. Internal APIs 
and APIs for paid services, such as 
payment processing, present a signifi-
cantly lower risk compared to free API 
services used ad hoc by app developers 
to get the job done. Therefore, enter-
prises require continuous and rapid 
visibility into all three types of APIs 
to be able to ensure consistent gover-
nance. Identified vulnerabilities need 
to be reported by priority and impact 
on the overall application stack and 
Kubernetes clusters. 

7.	 Continuously Scan Kubernetes 
Clusters for Misconfigurations and 
Vulnerabilities 
Since Kubernetes is tightly intertwined 
with applications and workloads, 
and since Kubernetes configuration 
and container management are com-
plex, continuously discovering and 
scanning Kubernetes clusters for 
misconfigurations and software vul-
nerabilities that could open the door to 
potential intruders is important. The 
goal is to minimize the attack surface 
of Kubernetes itself while at the same 
time detecting application workloads 
with the potential of creating addi-
tional entry points for attacks.

Showcase: Cisco Panoptica - 
Declarative Security Guardrails

Panoptica provides a dashboard for the  
central, declarative definition of compli-

ance guardrails related to app deployment, 
connections between microservices, cluster 

events, POD placement and configuration, 
CI/CD, and serverless functions. 
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Showcase: Cisco Panoptica - Kubernetes dashboard showing current Kubernetes-
related vulnerabilities in red and orange. 

The screenshot shows a prioritized and categorized list of Kubernetes-related security vul-
nerabilities. Each item links to a description that provides recommended remediation and 
resolution actions. 

8.	 Enforce Compliance in CI/CD 
In a world of continuous technol-
ogy changes, frequent releases, and 
independent product teams, enforc-
ing compliance starts at the build 
process by checking for any unauthor-
ized libraries, container images, user 
roles, data sources, machine learning 
models, cloud services, Helm charts, 
and integration points with exist-
ing systems. We then need to prevent 
changes to the configuration or content 
of container workloads in production.

Showcase: Cisco Panoptica - monitoring serverless functions to point out risk to 
DynamoDB and ElastiCache data stores. 

The screenshot shows an alert that warns of a vulnerability to data theft from DynamoDB and 
ElastiCache due to the use of an over-privileged user role to run a serverless function. 

9.	 Mitigate Risk With Trusted Images 
Scanning for unidentifiable container 
images and workloads helps prevent 
containers originating from unknown 
or blacklisted registries to run on cor-
porate Kubernetes clusters. 

10.	Monitor Serverless Functions 
Serverless functions should be mon-
itored for their ability to provide 
potential attackers with access to cor-
porate resources: for example, by using 
over-privileged accounts or by provid-
ing direct access to other corporate 
public cloud services, such as data-
bases, servers, or logs. To optimize 
the security posture, inactive func-
tions should be flagged for removal as 
appropriate.
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The Five Components of a Holistic Approach Toward Cloud-Native Security
Real-time visibility into serverless func-
tions, Kubernetes clusters, application 
containers running on these clusters, and 
application APIs.

Continuous vulnerability scans across 
the entire stack.

Actionable insights based on contex-
tualized events.

DevOps, platform engineers, cloud 
engineers, SREs, and security engi-
neers collaboratively revise and refine 
best practices.

Best practices are implemented 
into each new release. Each release 
contains declarative policies to auto-
matically enforce compliance. No 
changes are made outside of the CI/
CD pipeline

Taking a holistic approach hard-
ens the entire software development 
lifecycle from the beginning and pre-
vents the introduction of production 
vulnerabilities through enforcing 
immutability.
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EMA Perspective
Organizations need to embrace the fact that developers continu-
ously seek out new and improved tools for enhanced productivity. 
Individual development teams need the freedom to autonomously 
select their preferred development tools and technology stacks. This 
typically leads to heterogeneous application environments across 
product teams with loosely coupled microservices communicat-
ing via standard APIs. Due to the often distributed and continuously 
evolving character of microservices applications, it is critical for 
organizations to automatically keep track of relationships and inter-
dependencies between internal and external microservices and 
applications. This is the precondition for securing containers, APIs, 
and serverless functions in an application-centric manner without 
introducing restrictions that may slow down developers. Instead, IT 
operations teams need to provide guardrails that protect the orga-
nization from bugs, configuration errors, and vulnerabilities of 
third-party services. 

As the service mesh is responsible for establishing secure connec-
tions between continuously changing microservices and therefore 
is always up to date on relationships and interdependencies, it is the 
ideal place to continuously enforce security and compliance inde-
pendently of whether the microservice is running on a container 
in the corporate data center or on a managed Kubernetes cluster in 
the public cloud. Embedding real-time data from the service mesh 
into the CI/CD pipeline is the foundation for DevSecOps as develop-
ers, operators, and security engineers can observe the impact of new 
code, configuration changes, and the introduction of new technolo-
gies on each new release.
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